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TR ILEEFH DB (Example of digital modulation)

515.1 (Example 5.1)
{—3,-1, 1,3} 0L = EHERTRMEL4PAMETZEZ D,
APAMIEBEZR I BRERETHXETER T L

Consider a 4 PAM signal that takes —3, —1, 1, or 3 with uniform probability. Define a discrete
random variable X that represents the 4 PAM signal.

® ® ® @
-3 —1 1 3

1 1
PX=-3)=>, PX=-1)=-=,

1 1
P(le):Z, P(XZB):Z

FORIEBIE, MEEEEHEHETRRTES.

A digital signal can be represented with a discrete random variable.
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7'3?‘@'7_':/9)1/§§H7&1§:)0)75\ ? (Why is digital modulation used?)
7_'://5‘11/%5@ E{E’BI@ EE (Reason why digital modulation is used)
Z RXI IR R LINDVDS (Good cost-effectiveness)

E-ﬁﬂiﬂ"]fdtfg EE (j:FEﬁEO—CL\é ? (Classical reasons might not be correct.)
1. 7HRJESEERT ANEMGIRYETERSAELY, (FR)

No efficient error-correcting codes generating analog signals (Not correct)

TEHEfEE R \O—Zimébﬁﬁ% (Spatially coupled superposition coding)

2. EREWTTOAIL-THAJI7FAT -TOIINEBRBEFEIND, (BR)
Due to digital-to-analog/analog-to-digital converters in the transmitter/receiver (Not correct)

3. FAFTIVILUOAARDENERSFZEINDL, (BR)

Due to power amplifiers with finite dynamic range (Not correct)

J:T:ﬁ"ﬁt\/:/‘/7'tﬁgikﬂﬁlé (Solvable by compressed sensing)
=L, RRICIEEHRE (RN BN—FI 7R E,
Unfortunately, high-performance (high-cost) hardware devices are required.
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FESR LA D ? (What is probability?)

ﬁE&&(i*ﬁ i‘ﬂj‘EFg—Cﬁ)é o (Probability is a relative frequency.)

15']5.2 (Example 5.2)
34>€?§(Téts ﬁﬁ$1/2 Ti’%?ﬁ§ﬁ éo (A head occurs with probability 1/2 in tossing a coin.)

BAESUZEERITAHE, FI50HEIFRMNES,

Heads occur approximately half a million times when a coin is tossed one million times.

f515.3 (Example 5.3)

'U"f:I Eljé?}l:‘iéts ﬁ$1/6'—6275§ﬂjéo (2 occurs with probability 1/6 in rolling a dice.)

j1> 6B AEY/a0ZiRAE IBEARIZATES,

2 occurs approximately one million times when a dice is rolled six million times.
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JE— FR 75 A% 22 (Non-uniform probability)

REBRFIBICFERLVOIDITTIELGN,

Occurrence probability is not always uniform.

5.4 HAOOZIRLHE 2UTOBEMNERL/3THS,
Example 5.4

The eyes on the dice are less than 3 with probability 1/3 in rolling a dice.

&

HA/OAZ3FAEIRSE. 2ZUTOENNBEAEE S,

The eyes become less than 3 approximately one million times when a dice is rolled three million times.

Y4a0mB (Eyes on the dice) ij:lﬁl*z&(Number of occurrences)
1 498616
2 500986
3 501127
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EE$ %*ﬁf{(Random variables)

MERZEHET. REILHZRICIHLTAVHATON-RREZTIS,

A random variable takes real numbers allocated according to occurrence events.

15']5.5(Example 5.5)

Y Aa0ZR-ESIC H-BICTFHZNMNF-EENTONST —LZETTI,

EEZRITHEMERERXZERE

Ko

In rolling a dice, you get one thousand yen times the number equal to the eye. Define a discrete
random variable X that represents the prize money in this game.

X =1000&735MEE(T1/6TH S,

X = 1000 holds with probability 1/6.

-

P(X = 1000) = 1/6&E<,
We write this as P(X = 1000) = 1/6.

E#kIZ. P(X = 2000) =1/6, =~ P(X = 6000) = 1/6ZF5-
Similarly, we have P(X = 2000) = 1/6, ..., P(X = 6000) = 1/6.

BERERLEREESRT L. FEZMOIEREEDNDHILTH D,

A discrete random variable is defined via determining probabilities with which it takes all possible values.
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S EIE R AN ? (What is mean?)

%%ﬂ?”{al, e aN}(:'L# L/—C\ (For a real sequence {ay, ..., ay},)
%‘T’ﬁqzﬁj(Arithmetic mean)

N
12 a;+a, +--+ay
— a o

N " N

n=1
BT FEIEHEAFICE T HEARTEERLTH S,
The arithmetic mean is the same as sample mean in statistics.

%1ﬂ'2|2 i/>TJ(Geometric mean)

. 1/N

— N
‘ ‘an = Yaia; - ay

n=1

ERBTHROFEHIE. CONT I THAEL,

Mean in probability theory is neither the arithmetic nor geometric mean.
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FEZGFIZH (T BT DB (Example of mean in probability theory)

15']5.6(Example 5.6)
H5.507 —LEBEAEITOEEIC. BONIEETDEMFHEEZ L,

Answer the arithmetic mean of the prize money obtained via one million game trials in Example 5.5.

HA/aO0NE tH 7= [E141 EEHREE

Eyes on the dice Number of occurrences Total prize money
1 165740 165740000
2 166951 333902000
3 165564 496692000
4 165918 663672000
5 167749 838745000
6 168078 1008468000

Eﬁﬁ‘%*ﬁd)ﬁf'ﬁqzig [i\ (The arithmetic mean of the total prize money is)

165740000 + 333902000 + --- + 1008468000
1000000

= 3507.219 =~ 3.5 x 10°
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FEZEGHIZH (T BT DI (Example of mean in probability theory)

15']5.7(Example 5.7)
H15.5M07 — LEERE T o1 LEIC. BONIETDEMFHEEZ L,

Answer the arithmetic mean of the prize money obtained via infinite game trials in Example 5.5.

F—LDRTEREREL. HAIAADBi(= 1,2, ..., 6) BN\ =E#En, LT DL,

For n game trials, let n; denote the number of occurrences for the eye i (= 1, 2, ..., 6) on the dice.

1
- (1000n, + 20001, + 300013 + 4000n, 4+ 5000ns + 6000n,)

nq n, ns ny Nng Neg
= 1000—+ 2000—+ 3000— 4+ 4000— 4+ 5000— 4+ 6000 —
n n n n n n

1BREN — olZH LT, X HEE; /nIFFEERL /612K T HD T,

The relative frequency n;/n tends to probability 1/6 in the limit n — co. Thus,

1 1 1 1 1 1
1 — 47 _ —14 _ _ =
~ 1000 + 2000 + 3000 = + 4000~ + 5000 + 6000 = = 3500 m
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ﬁEZ%ZEﬁl:B(TéEFi’ﬂO)ﬁIJ (Example of mean in probability theory)
15']5.8(Example 5.8)

HAO0FIRSZEZIC 2ZUTOENHEZEZIZFHEZ. Th LS DIFEIC
2T AEER/TEDT —LEEZD, COT—LEERERIToI-EZIZHELN
HEEDEMTEHZEEAL,

Suppose that one thousand yen is obtained in rolling a dice when the eye on the dice is smaller than 3.

Otherwise, two thousand yen is obtained. Answer the arithmetic mean of the total prize money obtained
in infinite trials of this game.

K LORFTESEEL, FAEZFEAGLNERETN TN, En&T 5,

For n game trials, let n; and n, denote the number of events in which one or two thousand yen
has been obtained, respectively.

1000n, + 20007, n, n, 1 2 5000
= 1000 — + 2000 —= — 1000= + 2000= = ——

n n n 3 3 3

BRI, X EEn, /nén, /nDNENETNHESREL/3L2/3I2IEKRT 518,

The limit holds because the relative frequency n,; /n and n,/n tends to probability 1/3 and 2/3, respectively.
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FEEBBITHEY (Mean in probability theory)

KBEOBBIE{x,: k =1,.., K} ZENENHER, TIRDBERMERETHX
DEHE[X]ELL T TEZRSND,

Let X denote a discrete random variable that takes K discrete values {x,:k = 1, ..., K} with probability py,
respectively. The mean E[X] of X is defined as follows:

K

E[X] = Z XkPr = X1P1 + X2P2 + - + XDk
k=1
RIRECZFDREERZMN(TT-IED T

Summation of realizations multiplied by the corresponding occurrence probability

/Eﬂ ‘T#{E(Expectation)

EREHZTIFLEVVRERNEEERZET D, LEEOEREHXITHLT,
FODEAFEE[f XD]ELUTTEERIND,

Let f denote a deterministic real function that contains no random variables. For the random variable
defined above, the expectation of f(X) is defined as follows:

K
E[f(X)] = z [ )pre = f(x)pr + f(x)p2 + -+ f(xg)pk
k=1
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5I§(Remarks)

« BFEEZf(x) = xDIEEDHFEE[f(X)] = E[X]ZF1HEMESS,

For the identity mapping f(x) = x, the expectation E[f(X)] = E[X] is called mean.

« f(x) = (x - EXD?°DEHEQHFEV[X] = E[(X — E[X])?]|ZF 0 EEMFES,

For f(x) = (x — E[X])?, the expectation V[X] = E[(X — E[X])?] is called variance.

° 15']5.7 @i%’%(ln the case of Example 5.7,)

x; = 1000, x, = 2000, x5 = 3000, x, = 4000, x< = 5000, x, = 6000
1
pr = P(X = xy,) = fork=1,2,..,6

° 15']5.8@173‘1%(In the case of Example 5.8,)

x1 = 1000, x, = 2000
1 2
p=PX=x)=5, p=PE=x)=>
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7'_9)51% D J*__.EEE(History of data communication)

£ #5 (Wired) 42 (Wireless)
1990~ | BlE E&EHH F21HKBENE(E (26)
Telephone network ~28.8 kbps
0.3 kbps~56 kbps
2000~ | ADSL FEI3HAKBEAEE(36)
~47 Mbps 384 kbps~42 Mbps
VARAMRT 5= )L
Twisted pair cable
~10 Gbps
2010~ | HIT7A/N——T)L FA4HABENEE(46)
Optical fiber cable 326 Mbps~1.7 Gbps
~250 Tbps (2021)
2020~ E5HHABENEE(BG)
4.2 Gbps~

REERT DR AE~NDERRREZELT=,

Popularization in society was taken into account in creating the table.
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E1§ E%O)WJ(Examples of channels)
A R (wired)

R E%(Channels)

FE7—T )L, BEERR. YA RNRTr—J I, K774\ —  BHR
Coaxial cable, telephone line, Twisted pair cable, Optical fiber cable, power line
{E B (signals)

= SR

ESIEE.FEEN1000 nm~1675 nmDILEE

Electronic signals and optical signals with wavelength between 1000 nm and 1675 nm

ﬁ%fﬁ(WireleSS)

> f—3

JE{E E%(Channels)

3.':':;_7_\,'4:' . EEF: . 5ﬁ|:|:'(Air, vacuum, and underwater)
= & (Signals)

REN0.1 mmELEDEHR. KEHMN380 nmLLEDNES
Radio waves, optical signals with wavelength longer than 380 nm
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JE1§ E%O) %ﬁ:(Conditions of channels)
UTOEGEZmEE-EE., AITHRERELTRRATES,

Everything is available as a channel if the following conditions are satisfied:

A £l 1Z 4 (Reachability)

1_15 §§1_%$T <o (Transmitted signals reach the receiver.)

%{ﬁ#ﬂ%ﬁr—(mgh propagation velocity)

EIEES

RN

ya) <{KWXL-§—%) (Transmitted signals propagate at high speed.)

]]IIII

KA =4 (Large capacity)

ZL DIEIZEAEIETE D, (Alot of information can be transmitted.)
1B XM (Low cost)

EOXFTCEI{ETESD, (Low-cost communication is available.)
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N— B .
B (Exercise)

H15.1 TEZRLIZAPAMESZR I BRMERERXDFHETHZEARE L,

Compute the mean and variance of the discrete random variable X that represents 4 PAM signals defined
in Example 5.1.

3515 [Z EEE] j_é 5I§(Remarks on Communications)

TORNERESXDFHEX]E, OTHEITIITIESRELY,

Digital modulation signals X must have zero mean E[X] = 0.

TORIEREEXDIEVIX]F. FHEHP = E[X2]I2HLLY,

The variance V[X] of a digital modulation signal X is equal to the average power P = E[X?].

TOYOHASHI

UNIVERSITY OF TECHNOLOGY

16



	通信工学概論�Introduction to Communication Engineering�第５回講義資料�Lecture notes 5�デジタル変調と通信路�Digital modulation and channel
	スライド番号 2
	スライド番号 3
	スライド番号 4
	スライド番号 5
	スライド番号 6
	スライド番号 7
	スライド番号 8
	スライド番号 9
	スライド番号 10
	スライド番号 11
	スライド番号 12
	スライド番号 13
	スライド番号 14
	スライド番号 15
	スライド番号 16

