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ff‘ff%’l’?@ = El"](Purpose of statistics)
HAERDEEZRH - FEEILIEFZTEIASTHSE L=,

Estimate indicators that characterize properties of a group with low costs.

%Eﬁ 7é<((3ensus)
H K(:ﬁ1i'§_%)é1ﬁ%§ﬂ%&?é o (Survey of all families that are living in Japan.)
*” = (Merits) : IEﬁEfd: *ﬁ%‘l’ 75§—C%6 o (Accurate estimation)
R K3 (Demerits) : SFEICERANINS, (High cost)

=t A — =) .
Fﬁ =¥ EH E(Survey for income) [ 12 P& G SERR 3] B o i R B

w THITERE

BARICECEEFORFOBERER | s samna
BT TBICIX. EAGEEZEICSER T of Lo ’_MW

156 =

&%7(3\ ,? i Lh AR 42T
1 'H‘Ii

What indicators should we focus on to characterize !
the trends of income of all families in Japan. 5.4
EHE, PRIE., ZIEE?
Mean medlan Or mOder) ’ 100 104 200 300 400 SO0 DO TOR SO0 900 1100 I ELY 1504} 170 1904 ;J:CI B_
A K N I [ IR I I | | | | | | 7
DO 300 d00 GO0 GGG TOO B0r DN 1000 1204} 140 160 1500 e "
IR nEREILEL, : ;
My opinion: Show the distribution. E4ASEETERIEERE TEMART LYtk
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ff‘ff%’l’ H"] :.I:E /E'] D) E Et ’“f. (Formulation of statistical inference)

% (Population)

S A — = i} AN . = -

ABELE-VDEREORMHEDES UTORDEES,

The set of attribution of a group to be investigated.

778 B
151l (Example) : TH T BT 15 (Income) P(X = x)
Discrete distribution

%ﬁj\?ﬁ(Populaﬂon distribution) N

v~ E = A4\ E%‘Eﬁ*ﬁ (x)

BERMEHESNIBRER D H Dx

_ o _ Continuous distribution
Relative frequency distribution computed from a population.

ﬁgﬁ',(Hypotheses)
% d)g%ﬁ%ﬂ ‘i‘l‘ﬁj\f: § LY, (Population contains a huge number of members.)
HOBEAS L. AREOBHICL>TRESIHH TELTES,
The true population distribution can be approximated by one with a finite number of parameters.
%}EE"‘?’?O) E El"](Purpose of statistics)
HAEFDEEZFHA FTERIGEFREIEIANTHETLIZUY,

Estimate indicators that characterize properties of a group with low costs.

BREZMOBHZEEIASTHEEL=LY,

Estimate the parameters in the population distribution with low costs.
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?%ZKHE HZ': (:Jlé?ﬁ%‘l'(Estimation via sampling)

*?QZF(Sample)
E% H ‘;D:JtEE II:I:II é’hf:ﬁ"ﬁﬁﬁ@%ﬁﬁhe set of members sampled from a population.)

*E:j%z':@j(%é(Sample size)
% 75“5#&1 |'I|Z'| é*bf:ﬁ'ﬁﬁﬁ@%ﬂﬁhe number of members sampled from a population.)

ERDRKESERERRES o TELMFELY,
Do not confuse the sample size with the number of samples.

FAHEF. BREANEROERANCERSNDZEEDERADHDLETHS, (B FFOEEHZ60
BMUTEEDMED KRR ITT-HE . EX#IE2,)

The number of samples means the number of groups when a population is composed of multiple
groups. (Example: The number of groups is 2 when the income population is divided into two groups:
under or over 60.)

I Z I (Mathematically)
RESNDEXRIE. BRI BERSMICHONE DOHEREZHIITHS,

A sample of size N is a sequence of random variables of which the marginal distributions are equal to
the population distribution.

%ﬁ1@f'i@b\:&fzfi%t o (They are not realizations.)
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*?QZFHH HZ': (:Jlé*ﬁ%‘l'(Estimation via sampling)

%'ﬂzﬁﬁﬂﬂ HZ'I (Random sampling)
M TMEDOERMNOHRAIBEADOEN, FHEETNEDEARZTHET 5,

Sample N different members out of the population that are composed of M members with uniform probability.

M+ KREVNESE, BEEAMBIX. BERNSIHMII N D—FRGHERT
NEOERZRYH I ETHEEFMTHS,

When M is sufficiently large, random sampling is equivalent to sampling with replacement that picks
up N members from the population independently and uniformly.

R Z I (Mathematically)

RESN OB BHESNIAEAL L, BEESHIHESNE DRI LH
REHFTH.

A sample of size N via random sampling is a sequence of independent random variables that follows
the population distribution.

%}EE'I' E"] *E/E']@ = E"](Purpose of statistical inference)
BEAMESNEER(E)NoBREASMOEHEHTE LU,

Estimate the parameters in the population distribution from (a realization of) a sample obtained
via random sampling.
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# &t & (statistic)
HHBROKETBICHIET HERXDERT(X)
A function T (X) of a sample X that corresponds to an estimator of a parameter.
EI%L\(Remarks)

REt = (LRI DEEIAKTFLTIEULITFAELY,

Any statistic must not depend on unknown parameters.

Mt EIIHEREHTH L. TORBIETHAMEHELER L TIELITFELY,

A statistic is a random variable. Do not confuse it with a realization.
{51l (Examples) :

SRTY) BREFAOFH(ETH)IIHT 5t E

Sample mean: A statistic of the population mean

SR BEFOSB(ET RIS T HifET=E

Sample variance: A statistic of the population variance
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,'f—\'_'\ *EIHE 1)) E El"](Purpose of point estimation)

% ﬁﬁ@*?;ﬁﬂ@ :J:E/Hfff(Standard method for estimation of population distributions)

HOFREDBEANAEORNL, TR EOVTHRRLGEBEHES
ZaERT B,

(Select the best distribution based on data out of a certain family of population distributions.)

£ £& M 43 71 K& (Family of population distributions) : P(X; 8), 6 € 0.
ERXDD ML BHOICE > THINTERITHESNSEIRTET D,

The distribution of the sample X is assumed to be determined by the parameter 6.

ﬂ%lﬂﬁ’#ﬁ(Populaﬂon distribution) ﬂﬁ(Parameters)

— 18 4% %7 (Binomial distribution) 1hVH B HEER
(Probability of an outcome of 1)
1E 3R %5 %7 (Normal distribution) )0

(Mean and variance)

'5:’3'?5{ )] ,'fﬂ‘_\ *EI'_E(Point estimation of the parameter)

EARXDERExNFGoN-LSIT BROZTHEE K,

Estimate the parameter 8 when a realization of the sample has been obtained.
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,'f—\'_'\ *E JT'_E 0)15“ (Example of point estimation)

3R E A D AR A H SN IABERX = (X, ..., Xn)

I.i.d. sample X from the normal population

px, (x;0) = e 202, 0={uoc*}

BARXDD, FuEn R’ EDIIIHET IDNERIZAIM?

What is the best estimation of the mean and variance based on the sample?

TAEL: & RASH: 1o -
(Sample mean) X = N Z Xn (Sample variance) 0~ = N Z (Xn o X)
n=1 n=1

EfMIZITLESLWMEEETHAN. CREYERWAEIFLGELDDOMN?

While they are intuitively reasonable methods, are not there better methods?

ZTELEL HEEZDRLELZED I SLGEETLHRIANEN?

What criteria should we use in comparing merits or demerits of estimation?
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HETE E DV T=F RNE=1E & (Properties desired in estimators)
BEODHEEEZE0 = 0(X)EEL

Let & denote an estimator of the parameter 6.

AR T (Unbiasedness)
W BOME[D] = 0E BT LS, 0ETRIEE LM,

An estimator 8 is called unbiased if E[§] = 6 is satisfied.

— B4 (consistency)

FRADKESHERRDEE ., #HEEONEDFHOITHERINKY 573
SIE. AIF—HHEELMFEND,

An estimator 8 is called consistent if & converges in probability to the true parameter 6 as the
sample size tends to infinity.

E&kj]"i(Eﬁiciency)

TMRETEONEY ZTIREZE[(O — 6)*|DIEMRBREERT HEE,
QIXENHETEEELMEXND,

An unbiased estimator 8 is called efficient if & achieves a theoretical lower bound on the mean-
square error (MSE) E[(8 — 6)?].
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;F{E *EEE%O)@J(Examples of unbiased estimators)

Fuen o’ E /50 = (1,02} T HRBERMD TP (X; O) M DE
EAMHINIZZRX = (X, .., Xy EE-> T BHEHTELLS,

Estimate the parameters @ = {u, 02} from an independent and identically distributed (i.i.d.)
sample X drawn from the population distribution P(X; 8) with mean u and variance 2.

FE K T 15 (sample mean) : X = l Z X,
N

n=1

*E:j% $i’JIiT1ﬁ’C&3%> (The sample mean is unblased)

=NZ]E NZ“ H

T{ﬁ ﬁ&(Unblased sample varlance) — Z(X . X)Z

T{ﬁ &(iTﬁ?’E —C-&%)o (The unbiased sample variance is unbiased.)

AEBA: Y, = X, —p&dLE. E[Y,] = 0&V[Y,] = 6> ARYIDDT,
Proof |$€’9&’);k7‘d~< M—Oic_ﬁf&-t%%)o

Let Y,, = X,, — u. Since E[Y,,] = 0 and V[Y,,] = 2 hold, without loss of generality,
we can assume u = 0.
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T{E ﬁj\ﬁﬂ'{O)T{E'liO)EE Eﬁ](Proof of the unbiasedness of the unbiased sample variance)
*Equzi’] 0) §1§’JT~ (Using the definition of the sample mean yields)

Xp—X)2= ) (X2 —2XX, +X%) = ) X2—NX% lius
Z Z Z

EZN (u F'asﬁ‘d’éﬁﬂf#1 EHQ%)&

Taking the expectation with respect to the sample X, we have o
(N — 1)E[S?] = No? — NE[X?], sl
CT. MRARDEZREMRTEU = 0&FE 1=, o

where we have used the definition of the unbiased sample variance and the assumption of u = 0.

EREWITL = 0DRNRHEEEHLD T,

Since the sample mean is an unbiased estimator of u = 0, we have

E[X?] = E[(X - E[¥])?] = V[X] = —.

EKRDFFIEI. ERFEHDODEZERRDIRILE—EEM DD,

The last equality follows from the definition of the sample mean and the 1.i.d. property of the sample.

NbDRXEHAEHEDE. E[S? ] kS I
Combining these equations, we arrive at E[S?] =
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B%jt*ﬁ;‘?(Maximum likelihood (ML) estimation)

BREHASMISHEHEXZRKALI=BH0DEHP (X = x; ) LEEMRS,

We refer to the function P(X = x; 6) of 6 obtained by substituting a realization x of the sample into the
population distribution as likelihood.

EALHEEEMLestimaton: 0 = argmax P(X = x; 6)
e

MEHEXDHIRERTHOILEEZRKIZT DRIGEHEE S,

Select a parameter that maximizes the likelihood—the probability of the occurrence of x.

H zliggtyiggwﬁb\(mﬁerence between Japanese and English)
LE5LE=EEIZE 2> TS (reasonable) ik F = 18 ] & (suitability)
Likelihood = possibility(mrgei#) = probability (se=)

RAHEFRANHRERICEDHEELIEKRLZD T,
BE—BLILLOLWVEELEADDMNEVIZEMELGENL AN RLY,

Since the ML estimation means estimation based on the maximum probability of outcome, we
should not discuss why the ML estimation is the most reasonable estimation.
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% L HE T @ 151l (Example of ML estimation)

ERBREENEBELSBHINIERX = (X, ..., Xy}

I.i.d. sample X from the normal population

1 _(x—@)? ,
an(x; 0) = We 202 ’ 0 = {H,O_ }

FEBHuEn o DRAHEEEA L6 TFTHELES,

Compute the ML estimators of the mean and variance.

LEZRANET DI B LEZRNILTHILEFMTH S,

The maximization of the likelihood is equivalent to that of the log likelihood.
N N

{AmL, O¥iL) = argmax log 1_[ Px,, (Xn; ) = argmax z log px,, (Xn; 6).
Yo n

=1 no

MNBAEZTEARATYXEE->TRIWIT HE.

Representing the log likelihood with the sample mean yields

n=1

N _ — N
N (12 — 2Xu + X? ) = 1.,
> logpy, (X, 0) = —;{ S +log(2mo?) , X2 =+ ) X2,
n=1 n=1
TOYOHASHI
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% L HE T @ 151l (Example of ML estimation)
DAL HETE Sy L. 0?ICKBTIEARFEHEFLLY,
The ML estimator fiy;, of the mean is independent of o2, and equal to the sample mean.

v, = X MO L. confimit)

PHMOBRAKTEEGG . ERDEEFLLY,

The ML estimator 6, of the variance is equal to the sample variance.

2 —2Xu+ X2 52
{M H = argmin {? + log(az)},

6%, = argmin - + log(Znaz)}
a2>0 o _ a2>0

u=X

CC T %IRRT ENE IR T - (where 62 denotes the sample variance.)

BE%Lf (x) = logx + 62 /xI&.
x = 62DETITR/IMEZTED, ()

The function f(x) is minimized at x = 2.

62, =62

TOYOHASHI

UNIVERSITY OF TICHNOLOOY

14



Baijt:]:ﬁi'—l? 0)'|‘$E(Properties of ML estimation)
B IE BT im-9 BREAREREEB M py (x; ) o EEAHE
SNTERX = (X, .., X HZEOBHODELHEEIZAEL T,

Consider the ML estimator of the parameter based on the i.i.d. sample drawn from a population
pdf px (x; 8) satisfying regularity conditions.

SR T (Unbiasedness)
BAMTEEITNT LEAFE TIEZELY . (ML estimators are not necessarily unbiased.)

— B4 (consistency)
BALHEE=IL—HHE T =TdH 5. (MLestimators are consistent.)
TN AZRKORESHNERRDEEZIZ, ALK EEIIRREEETH5,

Thus, the ML estimators are unbiased as the sample size tends to infinity.

A N4 Efficiency)
BRAOKESHEBERODEZFIZ. RLEEZFXEVIEEETHD,

ML estimators are efficient as the sample size tends to infinity.

EADRKESHATFICKENLE RAHE I RRGHTEEZTHOEST A D,

We can conclude that ML estimation is the best method of estimation for a sufficiently large sample size.
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E%E(Homework)

5.X ={Xq, .. Xy} e ERBEANCEBEABMESNT-AZRET S, FFE
i/],llt'.:/\ﬂ 0-2(:ﬁj_éﬁait*ﬁEEﬁML&O_MLg%thﬁcto

Let X = {X;, ..., Xy} denote an i.i.d. sample from the normal population. Derive the ML estimators fiyy,
and 64 for the population mean p and variance o?2.
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